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ANns/2 ALGORITHM FOR MAXIMUM MATCHINGS
IN BIPARTITE GRAPHS*

JOHN E. HOPCROFT" AND RICHARD M. KARP

Abstract. The present paper shows how to construct a maximum matching in a bipartite graph
with n vertices and m edges in a number of computation steps proportional to (m + n)x/.
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1. Introduction. Suppose we are given a rectangular array in which each cell
is designated as "occupied" or "unoccupied". A set of cells is independent if no
two ofthe cells lie in the same row or column. Our object is to construct an indepen-
dent set of occupied cells having maximum cardinality.

In one interpretation, the rows of the array represent boys, and the columns
represent girls. Cell i,j is occupied if boy and girl j are compatible, and we wish
to match a maximum number of compatible couples.

An alternate statement ofthe problem is obtained by representing the rows and
columns of the array as the vertices of a bipartite graph. The vertices corresponding
to row and column j are joined by an edge if and only if cell i,j is occupied. We
then seek a maximum matching; i.e., a maximum number of edges, no two of which
meet at a common vertex.

This problem has a wide variety of applications ([3], 4], [5]). These include
the determination of chain decompositions in partially ordered sets, of coset
representatives in groups, of systems of distinct representatives, and of block-
triangular decompositions of sparse matrices. The problem also occurs as a
subroutine in the solution of the Hitchcock transportation problem, and in the
determination of whether one given tree is isomorphic to a subtree of another.

In view of this variety of applications, the computational complexity of the
problem of finding a maximum matching in a bipartite graph is of interest. The
best previous methods ([1], [3], [4], [5]) seem to require O(mn) steps, where m is
the number of edges, and n the number of vertices. The present method requires
only O((m + n)x/) steps.

We hope to extend our results to the nonbipartite case (cf. [2]). With this in
mind, all the results in 2 are derived for general graphs. The specialization to the
bipartite case occurs in 3.

2. Matchings anti augmenting paths. Let G (V, E) be a finite undirected
graph (without loops, multiple edges, or isolated vertices) having the vertex set V
and the edge set E. An edge incident with vertices v and w is written {v, w}. A set
M E is a matching if no vertex v e V is incident with more than one edge in M.
A matching of maximum cardinality is called a maximum matching.

We make the following definitions relative to a matching M. A vertex v isfree
if it is incident with no edge in M.
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A path (without repeated vertices)

P (v,, v2) (v2, V3), (U2k_ 1, U2k

is called an augmenting path if its endpoints v and Vzk are both free, and its edges
are alternatively in E M and in M; i.e.,

P CI M {(v2, v3), (v4, vs), (v6, vT), (V2k_ 2, U2k-1)}"
When no ambiguity is possible, wc let P denote the set ofedges in an augment-

ing path P as well as the sequence of edges which is the path itself. If S and T are
sets, then S q) Tdenotes the symmetric difference ofS and T, and S Tdenotes the
set of elements in S which are not in T. If S is a finite set, then ]S] denotes the car-
dinality of S.

LEMMA 1. IfM is a matching and P is an augmenting path relative to M, then
M P is a matching, and [M q) P] IM] + 1.

Figure denotes a graph G with a matching M and augmenting path P along
with the matching M @ P.

TI-IOREM 1. Let M and N be matchings. If ]M] r, IN] s and s > r, then
M q3 N contains at least s r vertex-disjoint augmenting paths relative to M.

Proof. Consider the graph G (V, M @ N) with vertex set V and edge set
M N. Since M and N are matchings, each vertex is indicent with at most one
edge from N M and at most one edge from M N; hence each (connected).
component of G is either

(i) an isolated vertex,
(ii) a cycle of even length, with edges alternatively in M N and in N M,

or
(iii) a path whose edges are alternatively in M N and in N M.

Let the components of G be C1, C2, "’’, Cg, where C ---(V/,Ei). Let 6(Ci)
]Ei f"l N] -]E f3 m]. Then 6(C)e {- 1, 0, 1}, and 6(C) 1 if and only if C

is an augmenting path relative to M.

Z ((Ci)"-IN MI -[M NI- [N[- [M[- s r.

Hence there are at least s r components Ci of G such that 6(C) 1. These
components are vertex-disjoint, and each is an augmenting path relative to M.

(o) M (b) P (c) M(P

FIG. 1. Graph G with (a) matching M, (b) augmenting path P and (c) new matching M P in dark
edges
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() N (b) M (c) M(N

FIG. 2. Matchings. N, M and M O) N in a graph G. Edges of G are not shown.

An example of matchings N and M in a graph G (V, E) along with the
graph (V, N @ M) is given in Fig. 2.

COROLLARY 1 (Berge). M is a maximum matching if and only if there is no
augmenting path relative to M.

COROLLARY 2. Let M be a matching. Suppose [M[ r, and suppose that the
cardinality ofa maximum matching is s, s > r. Then there exists an augmenting path
relative to M of length <= 2 [r/(s r) + 1.1

Proof. Let N be a maximum matching. Then M 03 N contains s r vertex-
disjoint (and hence edge-disjoint) augmenting paths relative to M. Altogether these
contain at most r edges from M, so one of them must contain at most Lr/(s r)J
edges from M, and hence at most 2[r/(s r)J + edges altogether.

Let M be a matching. The augmenting path P is called shortest relative to M
if P is of least cardinality among augmenting paths relative to M.

THEOREM 2. Let M be a matching, P a shortest augmenting path relative to
M, and P’ an augmenting path relative to M O) P. Then

IP’I >_-IPI + IP fq P’I.
Proof. Let N M 09 P 03 P’. Then N is a matching and INI --IMI / 2, so

M N contains two vertex-disjoint augmenting paths relative to M; call them
P1 and P:. Since M N P 03 P’, IP 03 P’I >= IPxl + IP=I. But IPxl _-> IPI and
IPI ->_ IPI, since P is a shortest augmenting path. So IP P’I >_- IPI / IP21 >_- 21PI,
and also we have the identity IP @ P’I --IPI + IP’I -IP FI P’I. Hence IP’I >-IPI

We envisage the following scheme of computation: starting with a matching
Mo , compute a sequence Mo, M1, M2, ".’, Mi, ".’, where Pi is a shortest
augmenting path relative to M, and M+ M 03 P.

The symbol Ix/denotes the greatest integer less than or equal to x, and Ix] denotes the least

integer greater than or equal to x.
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COROLLARY 3. P, P, + 11.
COROLLARY 4. For all and j such that IP, IPjI, P, and P are vertex-disjoint.
Proof. Suppose, for contradiction, that IP, IPI, < j, and Pi and Pi are

not vertex-disjoint. Then there exist k and such that k < < j, Pk and Pl are
not vertex-disjoint, and for each m, k < m < l, P,, is vertex-disjoint from Pk and PI.
Then PI is an augmenting path relative to Mk @ Pk, SO IPll >= IPI 4- IP f-I Pll. But
IPll IPl, so IP Pll O. Thus Pk and Pl have no edges in common. But if Pk and
Pl had a vertex v in common, they would have in common that edge incident with
v which is in Mk ( Pk. Hence Pk and P/are vertex-disjoint, and a contradiction is
obtained.

THEOREM 3. Let s be the cardinality of a maximum matching. The number of
distinct integers in the sequence

IP01, IPll, ..., IPI,

is less than or equal to 2 [xJ + 2.

Proof. Let r /s x//-l. Then IMI r and, by Corollary 2,

IPI-<_ 2Ls /J/(s Us /J)/ <_ 2Lw/J + 1.

Thus, for each < r, IPil is one of the L/J / positive odd integers less than or
equal to 2L/3 / 1. Also I/1, "", IPI contribute at most s- r
distinct integers, and the total number of distinct integers is less than or equal to

Lx/J / + Fx/ __< 2Lv/J + 2, and the proof is complete.
In view of Corollaries 3 and 4 and Theorem 3, the computation of the sequence

{M} breaks into at most 2Lx/-] + 2 phases, within each of which all the aug-
menting paths found are vertex-disjoint and of the same length. Since these paths
are vertex-disjoint, they are all augmenting paths relative to the matching with
which the phase is begun. This gives us an alternative way of describing the com-
putation of a maximum matching.

ALGORITHM A (Maximum matching algorithm).
StepO. M.
Step 1. Let l(M) be the length of a shortest augmenting path relative to M.

Find a maximal2 set of paths {Q, Q2,"", Q} with the properties
that
(a) for each i, Qi is an augmenting path relative to M and 1(21 -/(M);
(b) the Q are vertex-disjoint.
Halt if no such paths exist.

Step 2. M - M @ Q @ Q2 @ @ Qt; go to 1.
COROLLARY 5. If the cardinality ofa maximum matching is s, then Algorithm A

constructs a maximum matching within 2Lx/ + 2 executions of Step 1.
This way of describing the construction of a maximum matching suggests

that we should not regard successive augmentation steps as independent
computations, but should concentrate instead on the efficient implementation of
an entire phase (i.e., the execution of Step in Algorithm A). The next section
shows the advantage of this approach in the case where G is a bipartite graph.

A set is maximal with a given property if it has the property and is not properly contained in any
set that has the property.



MAXIMUM MATCHINGS IN BIPARTITE GRAPHS 229

3. The bipartite case. The graph G (V, E) is bipartite if the set of vertices V
can be partitioned into two sets, X and Y, such that each edge of G joins a vertex in
X with a vertex in Y. An element of X will be called a boy, and an element of Y, a
girl. Let M be a matching in a bipartite graph G. We discuss the implementation
of Step of Algorithm A, in which a maximal vertex-disjoint set of shortest aug-
menting paths relative to M is found. First we assign directions to the edges of G
in such a way that augmenting paths relative to M become directed paths. This is
done by directing each edge in E M so that it runs from a girl to a boy, and each
edge in M so that it runs from a boy to a girl. The resulting directed graph is
G (V, E), where

E= {(y,x)l{x,y}E-M,xS,yeY} U {(x,y)l{x,y}eM,xS,yY}.
Next we extract a subgraph ( of (, with the property that the directed paths of (
running from a free girl to a free boy correspond one-to-one to the shortest aug-
menting paths in G relative to M. This is done as follows.

Let Lo be the set of free boys, and let

E {(u, v)l(u, v) e , v e Li, uC! Lo U L, U U Li}, =0,1,2,...,

L+I {b/I for some v, (u, v)e E}, =0,1,2,....

Let i* min {ilL f"l {free girls} }.
Then ( (P,/), where

Lo O L, U U Li._ U (gi, {free girls}),
E0 U E U U El,_ 2 U {(u, 1))Iv e Li,_ and u e {free girls}}.

An example of a graph ( is given in Fig. 3.
The following properties of ( are immediate.

(i) The vertices at even levels (Lo, L2, are boys, and those at odd levels
are girls.

(ii) If (u, v) e/, then for some i, u e L + and v e Li.
(iii) ( is acyclic.

(B)

Lo Eo L E L Ez L E L E L
(G) (B) (G) (B) (G)

FIG. 3. The graph used by Algorithm B. Dotted arrows indicate edges in current matching.
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(iv) The shortest augmenting paths relative toM are in one-to-one correspond-
ence with the paths of t which begin at a free girl and end at a free boy.
These paths are all of length i*.

For convenience, adjoin to G two new vertices, s (the source) and (the sink);
adjoin an edge from s to every free girl in ’, and an edge to from every free boy
in ’. Then we seek a maximal set of paths from s to t, subject to the restriction that
the paths are vertex-disjoint except for their endpoints.

We give an algorithm to find a maximal vertex-disjoint (except for endpoints)
set of paths from s to in an arbitrary acyclic directed graph H. The mechanism
for finding a maximal set of paths is a straightforward depth-first search. Each
edge processed either becomes part of the path being constructed from s to t, or
else there is no s-t path using that edge. In either case, the edge need never be
examined again and so is deleted.

We assume that the graph is represented as follows" for each vertex u, a
read-only linear list LIST(u) is given containing, in an arbitrary order, the vertices
v such that (u, v) is an edge. The algorithm also uses an auxiliary last-in first-out
list called STACK, which is initially empty, and a set B of vertices which is initially
the empty set. The following primitives occur in the algorithm.

Variables
top element of STACKTOP

FIRST

Operations
PUSH x
POP
DELETE
PRINT

push element x onto STACK
pop an element from STACK
delete the first element from LIST(TOP)
POP until STACK is empty and print the successive elements

Predicates
EMPTY STACK is empty
NULL LIST(TOP) is empty

ALGORITHM B (maximal set of s-t paths).
PUSH s

while STACK EMPTY do
begin
, while LIST(TOP)-- NULL do
begin
FIRST first element of LIST(TOP)
if FIRST B then
begin
PUSH FIRST
if TOP- then B - B (.J {TOP}

else PRINT, PUSH s

end
end
POP

end
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We make the following inductive assertions: every time instruction * is
executed,

(i) STACK contains the vertex sequence of a path from s to TOP;
(ii) for every vertex u 4: s, t, one of the following holds:

(a) u e B and u is on a s-t path already printed;
(b) u e B and u is on the stack;
(c) u e B and u does not occur in any s-t path which is disjoint from the

s-t paths already printed;
(d) u B, u does not occur on the stack or in any s-t path previously

printed, and for every v, u e LIST(v) if and only if (v, u) is an edge of
the graph H (i.e., u has not been DELETEd from any LIST).

The algorithm terminates when s is POPed from STACK after it is found that
LIST(s) is EMPTY. The inductive assertions given above then imply that upon
termination, no s-t path exists disjoint from those already PRINTed.

Each while block in the algorithm contains either a POP or a DELETE
operation. Since no vertex is POPed more than once, or DELETEd from any LIST
more than once, the running time of the algorithm is bounded by a constant times
(number of vertices + number of edges).

Hence the execution of Step 1 of Algorithm A requires at most O(m + n)
operations, and the execution of the entire maximum matching algorithm requires
at most O((m + n)x/)= O(?/5/2) steps.
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